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This paper goes in to introduce deep neural net training for those who don’t know. They then discuss how they distribute the data from the data into the model. They discus both low level and high level aspects of the process. They then go into showing data they collected from their model with varying numbers of GPUs from 16 to 128. They discuss different cluster orientations and different architectures to speed up communication between the components.